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Ha paHHbIN MOMEHT
napannenbHad

peannsauuns

nporpaMM B

cucteme LUNA
BbIMOJIHAETCH

TONbKO Ha |
npoueccope n NPU. °

[lna onpepeneHHbIX AKTyaanOCTb

3apga4dy appeKTUBHee
mncnonb3losaTtTb GPU.
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VVVWVWA
lenb n 3apaun

Lienb: peanusoBaTb naaruH, obecneuynsaroLwnii paspaboTky napannesnbHbiX
nporpamm Ha GPU.

3agaun

Hanucatb napannenbHyr nporpaMmmy and CyoXXeHna BeKTopoB C

-1_OpenCL ncnonb3osaHunemM OpenCL

2 CPU + LuNA HanucaTb napannenbHyo nporpamMmMmy A1l COXKeHUs BEKTOPOB (2 Bepcun). 1
—-“= = Bepcus ¢ ucnonbsosaHmem OpenMP, 2 — ans LUNA
_3_GPU + LuNA HanucaTb napannenbHyo nporpamMmMmy Asisi CI0OXKEHUS BEKTOPOB (2 Bepcun). 1

Bepcus ¢ ucnonbsosaHmem CUDA, 2 — ans LUuNA

Co3paTb 06epTKy, 06eCMneyYnBaroLLy0 COBMECTUMOCTb MHTepdelica nvce ¢

-4_O6epTka pna nvee cucTemol cbopkm

_5_ Ckpunt «leHepaTOp» HanucaTb ckpunT anf reHepauum sgpa CUDA 1 BbifeNeHus 1 O4UCTKU NaMATU.

PeanusoBaTtb niaruH, o6ecneyvBarowwmii pa3paboTKy napannesbHbIX NporpaMm
_6_Tnarun Ha GPU
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_1_0OpenCL

OpenCL — aTo

OTKpbITbIN CTaHAAPT,
dpenMBOpK A3bIK
nporpamMMmpoBaHus
011 HanUcaHuA Kopaa,
BbINOJIHAEMOro
napannenbHo Ha
pa3nNYHbIX TUNax
npoLeccopoB:
Npadpunuecknx (GPU)
LleHTpanbHbiX (CPU)
A Tak xxe DSP un FPGA

PesynbTat

PeanusoBaHa
nporpamma gns
napannenbHoro
CNOXXEHUA BEKTOPOB
¢ nomoubto OpenCL



_2_CPU +
LUNA

Mpo6neMm: HeT

Pe3ynbTaT: peannMsoBaHa

napannenbHaa nporpamMmma gns

CnoXxeHua BeKktopoB Ha CPU.

- B nepBown Bepcun nporpamMmmbl
ucnonb3oBanca OpenMP

- BoBTOponn — LUNA




_3_ GPU
+ LuNA

NMpo6nembi:
1. KoHnukTbI Npn c60pKe NpoeKTa C

nomoltubio LUNA npu
YyCTaHOBMIEHHOM KOMMUAATOPE hvcc.

2. Nonb3oBaTtenb LUNA gon)xeH 3HaTb
cuHtakcuc CUDA.

PelieHus:

1. PeanusoBaHa o6epTKa Hapg,
KOMMUAATOPOM hvcc (06 aTom
panee).

2. PeanusoBaH nnarvH ana noaaepxXku
GPU. (06 aTom panee)

PelueHue: peanusoBaHa napannenbHas

nporpamMma gns CNoXeHus BeKTOPOB Ha
GPU.
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_4_ 06epTKa
ONd nvcc

Mpobnema: BO3HUKaNMW OWNBKMK
npn cbopke npoekTa,
CBSI3aHHbIe C TEM, 4YTO nvcc
He pacno3HaeT onpeaesieHHble
dnarn gna g++.

PeweHune: HanucaTb 06epTKYy
ANS nvcc, KoTopaa obyaeT
nponyckaTb npobnemHbie ¢naru
yepe3 -Xcompiler




® ] example_1 — vim file.cu — 37x8

6 void vector_add(const double *a, '€
eoe® example_1 — vim file.fa — 33x9 5 const double *b,
6 import vector_add( 8 4 double *c,
5 vaiue ;, 3 int n) {
2 vaLue: by 2 clil = alil + bl[il;
3 name c, 1}
2 int n s -
. eo0e example_1 — vim generated.cu — 86x38
1 ) : GPU 5 #include "ucenv.h"
7 #define THREADS_PER_BLOCK 256
__global__ void vectorAdd(const double *a, const double *b, double *c, int n) {
~ int i = blockIdx.x * blockDim.x + threadIdx.x;
—— INSERT -- -
(i<n){

c[i] = ali] + b[il;

¥

export "C" void vector_add(const DF &a, const DF &b, DF &c, int n) {
2 const double *h_a = a.getData<double>();
const double *h_b = b.getData<double>();

21 double *d_a, *d_b,
20 cudaMalloc(&d_a, n of (double));
19 cudaMalloc(&d_b, n f(double));
18 cudaMalloc(&d_c, n (double));
cudaMemcpy(d_a, h_a, n * sizeof(double), cudaMemcpyHostToDevice);

NN
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cudaMemcpy(d_b, h_b, n % sizeof(double), cudaMemcpyHostToDevice);

int blockPerGrid = (n + THREADS_PER_BLOCK - 1) / THREADS_PER_BLOCK;

double *data = c.create<double>(n);

10 vectorAdd<<<blockPerGrid, THREADS_PER_BLOCK>>>(d_a, d_b, d_c, n);
9

8 cudaDeviceSynchronize();

7

6 cudaMemcpy(data, d_c, n * sizeof(double), cudaMemcpyDeviceToHost);
4 cudaFree(d_a);

3 cudaFree(d_b);

2 cudaFree(d_c);

1}

_5_CkpunTt «leHepaTop»



_6_ MnarwvH

Mpo6nema

Mpu c6opke npoekTa
MUCMNOoJIb3yeTCs CKPUNT,
yepes KOTopbii
3anyckaeTtcs «[eHepaTOop»,
HO reHepaTop A0/MKEH
nosiyyaTb Ha BXOf, He
TOJIbKO .cu ¢ann, Ho u .fa,
[OCTyNna K KOTOPOMY 4Yepes
CKpPMUNT HeT...

PesynbTat

... Ho ecTb ja — pa36uTbiin
Ha TOKeHbl ¢paiin .faB
dopmare .json
Mepenucatb «eHepaTOop»
TakK, UTOObl OH Ha BXopf,
npuHUMan .json.



VVVWVWA
3aKJil4yeHune

PeannsoBaH nnaruH ans cuctembl LUNA,
obecneynBawwmnii pa3paboTKy napanienbHbIX
nporpammM ana GPU.

[lnaHbl Ha 6yayuee

JopaboTaTb nnarvH n nccneposaTtb Hanbonee apPpeKTUBHbIE CLLEHapUKn
nepeb6pacbiBaHusA gaHHbiX mexay CPU n GPU

Sosiessieeiess 7
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https://bit.ly/3A1uf1Q
http://bit.ly/2TyoMsr
http://bit.ly/2TtBDfr

