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Abstract The paper presents a scalable distributed algorithm for static and
dynamic data allocation in LuNA fragmented programming system. LuNA is
intended for automation of construction of parallel programs, which imple-
ment large-scale numerical models for multicomputers with large number of
computing nodes. The proposed algorithm takes into account data structure of
the numerical model implemented, provides static and dynamic load balancing
and can be used with various network topologies.
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1 Introduction

Implementation of numerical models on multicomputers with large number of
computing nodes is a challenging problem in the domain of high-performance
parallel computing. To achieve good efficiency and scalability of parallel pro-
grams dynamic load balancing and/or effective resources allocation strategy is
necessary. In the light of growing size of multicomputers (in terms of memory
capacity, number of cores, etc.) new system algorithms for data processing
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and computations organization are to be developed. To simplify construction
of parallel programs, capable of achieving high performance, LuNA system
[1–3] is being developed.

In LuNA an application algorithm is represented as two sets: a set of im-
mutable data pieces (data fragments, DF) and a set of side-effect free com-
putational processes (computational fragments, CF). Each DF is produced by
one CF and may be used as an input by other CFs; each CF requires values of
all its input DFs to be executed and is executed only once. In LuNA a program
is executed by a run-time system, which performs DFs and CFs migration be-
tween processing elements (PEs, i.e. computing nodes of a multicomputer) in
order to transmit input DFs to each CF and to equalize workload.

Efficiency of LuNA program execution (in terms of running time, memory
consumption, etc.) depends on the quality of CFs and DFs distribution on PEs.
In the paper authors propose a scalable distributed algorithm for dynamic DFs
and CFs allocation, which is employed by LuNA system.

2 Related Works

The problem of efficient and scalable data allocation is actively researched.
Worth mentioning are scalable diffusion-like algorithms ([6–8]), since they do
not require global interactions, but they lack concerning data structures, bal-
ancing speed and tolerate global imbalance with low load gradient.

Data allocation problems are also faced in distributed databases ([12–15])
and cloud services ([16–18]). Due to relatively small number of objects to
distribute and low migration rates, these systems take advantage of centralized
algorithms, which are, although, not scalable to large number of allocation
units (such as CFs or DFs), nor to multicomputers with large number of PEs.

Good efficiency can be achieved when allocating data of particular struc-
tures, such as meshes ([19,20]). However, application domain of these algo-
rithms is limited to these data structures.

Worth mentioning are static analysis algorithms, employed in compilers
([9–11]). Their limitation is static decision making (at compile time).

Such algorithms as [21,22] do not take data structure into account and do
not solve the problem of data search. In [15] a relatively scalable algorithm is
presented, but it employs global communications, which should be avoided.

3 Requirements for Data Allocation Algorithm

In order to provide high efficiency and scalability of a parallel program, data
allocation algorithm should:

– Provide approximately equal load of available PEs (static and dynamic load
balancing) in terms of computational time, memory consumption, etc.

– Reduce amount of communications by taking data structure into account
– Tune to behavior of phenomena being modeled
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– Be decentralized and mostly use short-distance communications

4 Distributed Algorithm of Data Allocation

4.1 Peculiarities of Data Allocation in LuNA System

In LuNA system at any time moment each DF and CF has a single PE assigned
with it, called residence. DF residence is a PE, on which the DF value is stored.
CF residence is a PE, on which the CF will be executed. Also, in LuNA each
DF and CF are identified by unique (program-wide) identifiers.

One of the responsibilities of LuNA system is to deliver values of input DF
of every CF to the residence of the CF. For each CF all identifiers of its inputs
DFs are known. To enable DF lookup, LuNA run-time system transfers DF
values to their residences, as well as provides an ability to search a residence
by DF (or CF) id.

Dynamic load balancing in LuNA is a process of residence reassigning in
order to equalize workload. Reassigning a residence causes DFs and CFs mi-
gration, which is also performed by LuNA run-time system.

4.2 Data Allocation Problem Formulation

Since the residence mechanism is the same for both CFs and DFs, only DFs
are considered below. The problem of data allocation is formulated as follows.
Let D be a set of all DFs in a program, and P be a set of all PEs. It is required
to build a function r : (D,T )→ P , which dynamically assigns each df ∈ D to
its residence p ∈ P for each time moment t ∈ T (T denotes a set of all time
moments of program execution and can be considered as T = [0; 1], where 0
corresponds to execution begin, and 1 corresponds to execution end).

Consider an example. Let at time moment t=0 there is an initial DFs
distribution r1 : D → P . At time moment t′ ∈ (0; 1) a workload imbalance
was detected and balancing was performed, producing a new DFs distribution
r2 : D → P , which was unchanged until the end of program execution. For
this example function r would be defined as follows:

r(df, t) =

{
r1(df), t < t′

r2(df), t >= t′

4.3 The Proposed Algorithm of Data Allocation

It’s hard to automatically construct a function r that will lead to a good data
distribution, hence human assistance is beneficial. For that purpose definition
of r is divided into two steps. Firstly a user manually defines an intermediate
function v : D → V , where V is a set of identical nodes of a virtual multi-
computer. The virtual multicomputer is defined by its size (number of virtual
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Fig. 1 Computation time (in seconds) dependency on number of PEs.

nodes) and has a 1D lattice network topology (mesh or torus). The function
v assigns each DF a virtual residence, which is static, i.e. does not depend
on time. Secondly a function p : (V, T ) → P is defined, which dynamically
assigns a physical PE to a virtual node. This function is dynamically defined
by LuNA run-time system. In such a way, a residence of a DF df at a time
moment t is defined as r(df, t) = p(v(df), t).

To define function v a user has to manually solve a simplified problem of
DFs distribution. The simplifications are the absence of dynamism and virtual
multicomputer heterogeneity, and the linearity of the virtual network topology.
Despite the fact that v definition may be not easy, it is still much easier than
solving the original problem.

For function r to meet the requirements from section 3, function v should:

– Reduce neighborhood violation, i.e. total distance between virtual resi-
dences of a CF and its input DFs.

– Reduce load imbalance, i.e. total amount of computations each virtual node
holds.

The criteria presented do not form the full system of requirements, yet they
can be useful both to judge on quality of a given v and to get the idea of a good
v. In particular, it is essential not only to reduce total load imbalance, but also
to reduce load imbalance at each time moment. This point can be illustrated by
a following simple example. Consider a 1D explicit finite-differential scheme.
Due to immutability of DFs the set of DFs would be D = {dfi,t}, where i is a
space coordinate, and t is a time coordinate. Both v(dfi,t) = i and v′(dfi,t) = t
provide equal load for each virtual node, but in the first case all the nodes are
able to operate in parallel, while in the second case only sequential execution
is possible due to data dependencies (see Fig. 1).



Scalable Data Allocation in LuNA 5

Once v is defined, a virtual multicomputer is dynamically mapped to a
physical multicomputer by LuNA run-time system, thus defining function p.
Function p is constructed in accordance with physical network topology, i.e.
two neighboring virtual nodes are assigned to the same PE or to PEs, neigh-
boring in physical topology. This neighboring requirement is easy to satisfy
for common network topologies, such as multi-dimensional lattice, fat tree or
cluster. Also, p should be constructed in a way, when every PE receives ap-
proximately the same number of virtual nodes (and, thus, about the same
amount of workload).

Definition of v as a separate intermediate step allows user to express his
knowledge on how to efficiently distribute data. Based on this knowledge LuNA
run-time system constructs actual distribution.

4.4 Dynamic Load Balancing

The proposed algorithm supports dynamic load balancing. The load balancing
algorithm is based on a well-known diffusion-type dynamic load balancing. It
is assumed that workload of PEs is periodically estimated or measured in
some way, and sent to all neighboring PEs. Once difference of workloads of
two neighboring PEs exceeds a threshold value, a balancing procedure, which
transfers workload from the overloaded PE to the underloaded one, is started.

For the proposed data distribution algorithm transferring workload is per-
formed as follows. Some of virtual nodes, currently mapped to the overloaded
PE are reassigned to the underloaded PE. This causes reassigning of CF and
DF residences and, as a consequence, CFs and DFs migration. Balancing must
not violate the above-mentioned neighboring requirement (which is always pos-
sible).

4.5 Peculiarities of the Proposed Algorithm

Since load balancing is implemented as residences reassignment, the atomic
unit of load balancing is a group of DFs and CFs, mapped to single virtual
node. Therefore, number of virtual nodes has to be times greater than number
of physical nodes in order to provide granularity for balancing.

5 Experiments

To investigate the efficiency of the proposed algorithm an explicit finite differ-
ence method for 3D Poisson equation solution [5] was chosen as a test appli-
cation.

The experiments were conducted on MVS-10P cluster of Joint Supercom-
puter Center of RAS (each cluster node has two Xeon E5-2690 processors with
64 Gb RAM; nodes are connected by Infiniband FDR network). GCC 5.2.0
compiler and MPICH 3.1.4 communication library were used. Each test run
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Fig. 2 Computation time (in seconds) dependency on number of PEs.

Fig. 3 Average DF communication distance at different time moments. Different colors
denote different PEs.

consisted of 100 iterations of FDM on 400× 400× 400 mesh, decomposed into
8× 8 fragments.

Two LuNA versions were tested: hilbert and cartesian. They differ in the
way virtual nodes are mapped to physical PEs. The first version employs Hilber
space-filling curve, while the second one uses naive row-by-row mapping. Also,
for comparison a straightforward MPI implementation of the same method
was developed.

In Fig. 2 total computation times are shown. All three implementations
demonstrate approximately the same efficiency with a slight advantage of the
hilbert version over the cartesian one. Fig. 3 demonstrates the average distance
(in PEs hops) of DFs communication for given PE (different colors denote
different PEs). The hilbert version is more efficient, providing approximately
twice less distance then the cartesian one.
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6 Conclusion

The problematics of data distribution automation for implementation of large-
scale numerical models for supercomputers is considered. An algorithm for dy-
namic data allocation for LuNA fragmented programming system is proposed.
Performance tests of the algorithm are presented. The proposed algorithm is
designed for large multicomputers (thousands of PEs and more). It is scalable,
allows dynamic workload balancing and considers supplementary information
on application data structure. Further research is to be focused on overcoming
limitations of the algorithm: static nature of the supplementary information
and single dimension of neighborhood description.
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