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Abstract. The concept of active knowledge implementation on 

the basis of the theory of structural program synthesis, modern 

technologies and their necessary developments are considered. 
The theory is proposed for technological description, 

accumulation, keeping, processing and application of active 

knowledge. On this basis the notion of literacy for the future is 

suggested. The concept was implemented in the frame of the 

LuNA project aimed at elimination of parallel programming from 

the process of large-scale numerical models development.  
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LITERACY is the capability of a 

human being to describe, to keep, to 

understand and to apply the knowledge. 

1. Introduction 

 During last years, the computing technologies have substantially changed our 

life. In this simple technological paper we would like to look at new progressive 

technology – technology of active knowledge - that can be partially implemented right 

now basing on the current scientific knowledge, accumulated in scientific 

computations, theoretical models of parallel computations [1-6], technological results 

and current system software that are now in use or under development [7-16].  

 The approach to a possible pragmatic application of the theory of structural 

program synthesis [6] to the development of the active knowledge technology is 

discussed. The sum of the current theoretical results provides understanding of the 

approaches to the solution of active knowledge problem. It is interesting now to look at 

how the problem could be solved and technologically
1

 implemented. In this 

                                                           
1
 The term technological is used in order to denote that a specified object (theory, 

model, problem, algorithm, program, etc.) can be implemented for practically 

acceptable time and with necessary properties, with the use of acceptable number of 

resources. 
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technological paper the problem of the current implementability of the active 

knowledge technology is considered. 
 

2. Active and passive knowledge 
Principal idea.  The problem of active knowledge technology creation was 

principally solved in the frame of the theories of program synthesis. Below the 

technologically implementable approach, based on the theory of structural 

program synthesis, that is ready for implementation right now, is mostly 

discussed. 

2.1. Passive representation of the knowledge.  There are now four main 

problems to utilize the knowledge represented in passive form: 

1. Currently existing phonetic systems of knowledge description, keeping 

and processing are actually the systems of passive knowledge (texts, 

movies, etc.) representation, i.e., this knowledge description cannot be 

applied directly, automatically. Keeping in the hands a book(s) with the 

complete enough description of the technology of a bridge construction, a 

desired/specified bridge cannot be constructed automatically even after the 

magic incantations were pronounced. This is so, because a computer 

doesn’t understand phonetic text and unable to extract the knowledge from 

it.  

2. In order to utilize such passive knowledge, the people should adopt (read, 

understand and be able correctly to apply) a large body in the literature of 

the subject. It takes generally about 25 and even more years. Also, the 

technologies are now permanently under modifications and the process of 

learning is being permanent.  

3. A big volume of passive knowledge is already accumulated. Sometimes 

the passive knowledge is not in (intensive) use and even can be forgotten 

and lost. 

4. Also application programs, implementing passive knowledge, are usually 

developed as “black box” and cannot be automatically modified in 

accordance with a user demands. 

2.2. Active representation of the knowledge.  In order to overcome the above 

mentioned problems, the knowledge should be represented in active form that 

can be understood by a computer system and applied automatically to solution 

of a certain specified problem. Active knowledge representation should provide 

knowledge extraction from its description and the knowledge use for solution 

of a certain application problem [13]. 

 Mathematical logic describes the way to solve the problem of active 

knowledge representation, understanding and application in four steps: 

- development of complete enough axiomatic theory (AT), 

- application problem formulation in terms of the theory, 

- derivation of a desirable algorithm for application problem 

solution (APS), 

- generation of a program, implementing derived APS algorithm 

2.3. Logic program synthesis. The method is based on the sufficiently 

complete AT, describing an object domain. Within the frame of this theory the 

necessary assertions are proved or disproved from the set of axioms. 

 The fact is, the method is technologically not implementable, at least 

because of too high complexity of APS algorithms derivation and the absence 

of a possibility to provide desirable pragmatic properties both derived APS 



 

algorithms and implementing programs. 

2.4 Technological requirements to AT representation. Technological 

description of AT should provide: 

1. in order to avoid high complexity of APS algorithm derivation, an AT 

should be described partially [14], only the necessary APS algorithms 

should be derivable in the frame of the AT. This de facto means, that AT 

(knowledge base) description should be generated from a problem 

formulation. 

2. an AT is defined partially not taking care of completeness of the AT. 

Practically it means, that as a rule, an AT should be defined for solution 

the only problem or, may be, for solution of few problems; 

3. derived APS algorithms should be represented as a set of recursively 

countable set of functional terms [17]. Therefore, a language of partial 

AT description should be a language for description of sets of all 

operations of functional terms with their input and output variables. 

This language can be understood by a computer. This is the basis for 

creation of new writing and literacy. Ability to operate with AT will 

define soon the literacy of human being.  

4. an AT description should be easy extendable, in order to include into 

the AT the descriptions of the other problems solutions when the need 

arises. It should be simple technological (not scientific) work.  

5. program, implementing derived algorithm, should be generated 

automatically and possess by all the desirable properties (arbitrary 

program is not acceptable), like: 

 to be executed in parallel; 

 to be tunable (statically and dynamically) to all the available 

resources of a computer system; 

 able to be executed on heterogeneous distributed computer 

system;  

 with dynamic workload balancing; 

 to have the demanded level of reliability, 

 to be modified on a user demand, 

and many other pragmatic properties.  

3. Technological notion of knowledge 
It is necessary to define a technologically implementable method to describe, to 

accumulate and, what is the most important, correctly to exploit the knowledge, 

represented in the active form, without knowledge adaptation by a human being 

in all the thinkable details.   

3.1. Structural program synthesis (SPS). For the reason of high complexity 

of an APS algorithms derivation in the frame of logic programming we are 

forced to use in practice the methods with lesser possibilities for the knowledge 

description, but more suitable for computer processing. One of such methods is 

based on imposing a structure on the knowledge base that reflects the 

associative dependences between the objects of the object domain. In the 

process of an algorithm derivation, the explicit representation of these 

dependences in a computer permits to use the associative search instead of the 

random search in logic programming. The method of structural program 

synthesis [6] is based on this idea. Rephrased idea of structural program 

synthesis is: 

• there is no any technological sense to develop the general theory for 



 

algorithm derivation from functional specification. A partially defined AT 

can be successfully used providing an acceptable quality both algorithms 

and implementing programs. 

• A desirable program should be constructed out of accumulated 

well-developed ready-made modules each of which represents one step 

((A,AB) B) of APS derivation. 

The theory of structural program synthesis [6] satisfies all the above 

requirements. This method was applied to parallel implementation of different 

large-scale numerical models [10,16] and the necessary experience was gained, 

algorithms and programs were developed. 

3.2. The notion of knowledge.  Omitting unnecessary here details, the 

program module (procedure, subroutine, hardware block) will be considered to 

be atomic unit of an active knowledge. Such module represents one step 

(A,AB) B) of APS derivation. The execution of this module will result in the 

active knowledge application. The algorithms, used into this module, 

implement the active knowledge. For instance, the knowledge of arithmetic is 

now implemented inside the module called calculator. From now nobody 

needs to know algorithms of arithmetic and mental arithmetic in order 

successfully to utilize the arithmetic.  

` A set of all the knowledge units of an object domain (library of modules) 

does not yet constitute the knowledge base, because on this set different 

relations exist, in particular, the relation of information dependences or 

neighborhood relation. These relations should also be described and 

implemented in a generated program. Also for any module the (input) 

variables, to which only this module is permitted to be applied for computing 

another (output) variables should be described. Any module denotes the step of 

an APS algorithm derivation. Thus, knowledge base is actually a partially 

defined AT, represented by a set of steps of an APS algorithm derivation. An 

example is given below. 

 With this technological definition of the active knowledge, the main 

objects of knowledge processing will be algorithms and programs.  Therefore, 

the well-known methods of APS algorithms derivation and program synthesis 

can be applied to the description and processing of the knowledge base [6]. 

4. Technological model of knowledge 
Thus, let us consider shortly the computational model [6] as the basis for 

definition of the knowledge base. 

4.1. The general definition of the program synthesis problem. The 

knowledge base (actually partially defined AT) in the method of structural 

program synthesis constitutes a set of ready-made modules (programs, 

subroutines). For each module the allowable sets of input and output variables 

are defined. The solution of a specified problem is assembled out of these 

modules if possible. If this is not possible, the AT is extended by adding new 

modules to the knowledge base. Also, if the solution of a specified problem 

does not satisfy the user, then some modules should be replaced by better 

modules or new modules be added. 

The general formulation of the program synthesis problem is;  

Given: 

- class S  of input problem specifications, 

- class  Р  of resulting programs, 

- equivalency relation    on Р, 

- quality relation  > on Р, that satisfies the axioms of the partial 



 

order. 

The algorithm  А:SР  should be found such that: 

• program  p=A(s), pP,  satisfies the specification  sS, 

• p  is the best (in the sense >) program among {р|р=A(s)} 

In such a way, the algorithm А:SР  solves a program synthesis problem, 

that is, for every specification sS, the algorithm А constructs an element  

p=A(s), pP,  which is the best program among all the programs solving a 

specified problem  s. 

4.2.Computational model definition [6].  Given: 

 The finite set X={x, у, ..., z} of variables for representation of different 

computed values; 

 The finite set F={а, b, ..., с} of functional symbols (operations, Fig. 

1.a), m0 is the number of input variables, n0 is the number of output 

variables; 

 in(a)=(x1, ...,xm) is a set of input variables, out(a)=(y1, …,yn) is a set of 

output variables (fig. 1), if ij  yi  yj.& xi  xj 

Model С=(X,F) is called simple computational model (SCM). Operation аF 

describes the possibility to compute the variables out(а) from the variables 

in(a), for example, with the use of a certain procedure. The model can be 

graphically depicted (fig. 1) 
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Fig. 1 Examples of operations, variables and model 

Let VX, FF be given. A set of functional terms T(V,F) is defined as follows: 

1. If хV, then х is a term t, tT(V,F); in(t)={х}; out(t)={х}. 

2. Let {t
1
, ..., t

s
}  T(V,F) and аF, in(a)=(x1,...,xs) be given. The term 

t=a(t
1
,...,t

s
) is included into T(V,F) if i(xiout(t

i
)), in(t) 1

s

i in(t
i
), 

out(t)=out(a). Here t=a(t
1
,...,t

s
) denotes that t is the term a(t

1
,...,t

s
). 

A term is depicted as a tree that contains both operations and variables of the 

term. 



 

We say that a term t computes a variable у  if уout(t). A set of terms 

T(V,F) defines all the variables of the SCM that can be computed from V 

variables. A set of terms  TV
W

={tT(V,F)out(t)W} computes all those 

variables from W that can be computed from V variables.   

Any such subset R TV
W

 that xWtR(xout(t)) is called 

(V,W)-plan. This (V,W)-plan defines an algorithm computing the variables W 

from the variables V.  

Here V and W denote the sets of input and output variables of the algorithm, 

respectively. Everywhere further a recursively countable set of functional terms 

is considered as a representation of an algorithm. 

 In order to satisfy all the technological requirements to AT 

representation, the axioms are not used, they are not formulated. Instead, AT is 

representation by the set of all possible in AT derivation steps. These steps 

(functions, modules) actually constitute the computational model.  

Interpretation. Let VX be given. Interpretation I in the domain D is a 

function that assigns to: 

 to every variable xV an entry dx=I(x)D, dx is a value of the variable 

x in the interpretation I, 

 to every operation aF, in(a)={x1, x2, ..., xm}, out(a)={y1, y2, ..., yn}, a 

computable function fa: D
m
 D

n
, 

 to every term t=a(t1,t2,...,tm), a superposition of the functions is 

assigned in accord with the rule I(a(t1,t2,...,tm))=fa(I(t1),I(t2),...,I(tm)). 

If t=a(t1,t2,...,tm) is an arbitrary term, in(a)={x1, x2, ..., xm}, out(a)={y1, y2, ..., 

yn}, then I(out(a))=val(t)=(d1,d2,...,dn)=fa(valx1(t1),valx2(t2),...,valxn(tn)). 

Further it is assumed that for every function fa=I(a) there exists a module 

(procedure) moda  that can be used in a program to compute the function fa. 

Correct interpretation. If there exist two different terms t1 and t2, 

yout(t1)out(t2), in(t1)in(t2)V, then valy(t1)=valy(t2) in the interpretation I, 

and the interpretation I is called correct interpretation. In the correct 

interpretation for any variable y, any pair of the terms t1 and t2, 

yout(t1)out(t2)  yields the same value, valy(t1)=valy(t2). 

For definition of mass computations this model should be extended by 

inclusion of indexed operations and indexed variables (arrays). This technical 

work can be easily done. Obviously, in this extended model, a mass algorithm 

is represented by an infinite recursively countable set of functional terms. 

A program that implements an algorithm, represented by a set of functional 

terms, can be constructed with the procedure calls to moda in the order not 

contradicting to the information dependences between the operations imposed 

by the terms structure. Usually, a run-time system is used to implement all the 

calls in a proper order. 

4.3. An example of knowledge base, i.e. partially defined AT.  Below (Fig. 

3) the example of the description of the application partially defined axiomatic 

theory TRIANGLE is given. The partially defined axiomatic theory 

TRIANGLE is the part of an axiomatic theory GEOMETRY. The axiomatic 



 

theory TRIANGLE does not describe the whole theory GEOMETRY, but only 

that its part which provides the solution of the problem, formulated in Fig. 2. 

Actually, the TRIANGLE is assembled out of the objects of GEOMETRY. The 

problem formulation defines: 

 the sets of input V={x,z,,} and output W={s} variables of the problem, 

 the necessary partial AT in which only this problem can be solved is 

assembled out of notions, valid for problem formulation and found in the 

active knowledge base. 

An algorithm of the formulated problem solution is derived on the partial AT 

and represented here as the set of two functional terms t1 and t2. 

 If some another problem is needed to be solved then new suitable modules 

and variables should be included into the AT for this problem solution. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 2. Problem formulation Figure 3. Partial axiomatic theory 

TRIANGLE 

The capability to create similar knowledge base, to describe and to apply it 

constitutes the nature of the new literacy for active knowledge description. 

 Next time it is necessary to draw the attention, that computational model 

cannot contain unknown solution of a problem. It contains only well-known 

units of knowledge (ready-made modules). This means, that with the use of the 

method of structural program synthesis any user will be able to solve a problem 

with the quality equal to the quality of the best known solution.  

4.3.Particle-In-Cell method. Particle-In-Cell method (PIC) is widely used for 

numerical modeling in physics and chemistry [10,16]. But PIC is applied 

individually to the solution of an individual problem of numerical modeling. 

Therefore, now the PIC application cannot be formally described as a more or 

less complete AT. Fortunately, the methods of PIC parallel implementation are 

now well known  and can be formally described within a partially described 

AT. This permits to generate a framework for solution of a certain problem of 

numerical modeling in which a user develops the sequential fragments of the 

codes whereas the whole parallel program is automatically 

assembled/generated out of them, for more details see [10,15]. 

 Parallel implementation of PIC includes parallel implementation such 

sophisticated system algorithms as dynamic resources allocation, processes 

migration, dynamic load balancing, dynamic tuning of an application program 

to all the available resources, etc. Clearly, that solution of these problems 

   

  

h y h x 

z  
y  

x  

  

  

V={x,z,,};   W={s}.  
t1 =f1(x,d1(z,a(,))); 
t2 =f2(z,d2(x,a(,))); a







y
zx

s

p

d 2

f2
h x h z

h yd 1

f1

b

g



 

should be formally described within a partially described AT. 

4.4. LuNA project. The above described approach was implemented within the 

LuNA project of fragmented programming system [10,11,13,15]. LuNA project 

is directed to the elimination of parallel programming from the process of large 

scale numerical models development. In fact LuNA is the system for 

implementation of AT, described as computational model.  

The LuNA fragmented programming system makes:  

 accept as input the knowledge description of an object domain 

(computational model here) and the lists of input and output variables,  

 a desired numerical algorithm(s) of a problem solution is derived and 

represented as recursively countable set of functional terms [17, 6] 

 the desirable program implementing the derived algorithm is automatically 

generated. Both algorithm and program possess by all the 

desired/specified pragmatic properties (to be executed in parallel, dynamic 

load balancing, dynamic tuning to all the available resources, etc. 

Massivity and regularity of numerical algorithms allow generating parallel 

programs of acceptable quality. One of the serious problem of LuNA 

implementation is the replacement of the well-known in sequential 

programming system algorithms by distributed system algorithms with local 

interactions (DSALI), especially DSALI for distributed resources allocation, 

optimization of the generated program execution, dynamic load balancing and 

many others problems of dynamic optimization. LuNA is under permanent 

modification. 

 Now LuNA is able already to generate practical parallel programs 

implementing different application of PIC methods for large-scale simulation. 

4.4. New literacy. Now the new incipient literacy, based on the capability of a 

human being to create, to understand and to apply AT is arising. Technically, 

new writing language (AT writing) may contain the facility for sets of modules 

and variables description, like this is done in LuNA. New literacy (AT-literacy) 

includes also the ability to create a proper AT. 

Earlier, the human population was divided into the following groups: 

 the literate people which were able to read and to write texts,  

 the semiliterate people which were able to read but not to write texts, 

 the illiterate people which could neither read nor write the texts.  

The current human population also begins to become stratified, dividing into 

the following groups: 

 the illiterate people which mostly look at the screens and press the 

buttons, may be, they know phonetic alphabet and are able to read the 

text. They are usually not able to write reasonable texts. 

 the semiliterate people who are able to read and to write phonetic texts. 

They know some systems of passive knowledge representation and are 

able to read and to adopt the knowledge in the passive representation, 

 the literate people, who are able to operate with ATs and, certainly, will 

be able to create, to process, to understand and to utilize the knowledge 

in the active representation, in AT writing. 

 The current phonetic writing provides the accumulation of the knowledge 

in a passive form. As a rule, with the use of this literacy a human being is able 

to adopt and to apply the knowledge in one object domain, only. 

 The AT-literacy will practically infinitely extend the abilities of a human 

being to adaptation of new object domains. This literacy will substantially 



 

change the representations of new scientific and industrial technologies. AT 

writing should provide at least a description of recursively countable sets of 

modules and variables.  

 Instead of an object domain adaptation in all its details, only the ability to 

formulate a problem will be needed. In this manner, for instance, 10 object 

domains can be adopted. 

  The ability to formulate the problems will be the basis of education in the 

future. Only a few people, good mathematicians, also experienced in parallel 

computing technologies, will be doing by the most interesting work, i.e., the 

development of the active knowledge bases. 

5. Conclusion  
Models of parallel computation are now successfully utilized in scientific and 

industrial modeling. Above consideration demonstrates that these models will  

be applied for modeling social phenomena too. AT writing will co-exists in 

parallel with phonetic writing. 

 It seems, that next 50 or may be 100 years and even more IT community 

will be doing by the creation of active knowledge bases: transformation of 

currently accumulated passive knowledge bases into active form and creation 

new one. This is not single-step process. The sphere of programming systems 

application will be narrowing and instead the systems, implementing AT (like 

LuNA), should be developed.  

 Finally, I would like to remark the following. The human society on its 

way to more progressive organization meets many problems. Current American 

movies often frighten us by extraterrestrials, monsters, etc. But new literacy is 

really far more terrible thing, bad dream, that threaten to the humanity by 

degradation (human population moronization) in next one or two centuries, 

because with the use of active knowledge technology human beings do not 

need to think.  

 It is clear, that the uncontrolled development of any scientific discipline, 

including such inoffensive thing as literacy, can lead to humanity 

self-destruction. Therefore, united nations and states must provide a global 

control on applications of any new scientific result. 

 Hope, I am not fully right and this prediction will not be proved. 
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